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ABSTRACT

When a passenger speaks to a driver, he or she is co-located with
the driver, is generally aware of the situation, and can stop speaking
to allow the driver to focus on the driving task. In-car dialogue
systems ignore these important aspects, making them more distract-
ing than even cell-phone conversations. We developed and tested a
“situationally-aware” dialogue system that can interrupt its speech
when a situation which requires more attention from the driver is
detected, and can resume when driving conditions return to normal.
Furthermore, our system allows driver-controlled resumption of in-
terrupted speech via verbal or visual cues (head nods). Over two
experiments, we found that the situationally-aware spoken dialogue
system improves driving performance and attention to the speech
content, while driver-controlled speech resumption does not hinder
performance in either of these two tasks.
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1. INTRODUCTION
Vehicles are increasingly being equipped with added function-

ality to help the driver increase efficiency while driving, such as
navigation systems and hands-free phones. However, such systems
are a distraction to the driver; using the interfaces often requires
some visual attention of the driver, for example, to look up a route

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for components of this work owned by others than the

author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or

republish, to post on servers or to redistribute to lists, requires prior specific permission

and/or a fee. Request permissions from permissions@acm.org.

ICMI’14 November 12–16 2014, Istanbul, Turkey

Copyright is held by the owner/author(s). Publication rights licensed to ACM.

ACM ACM 978-1-4503-2885-2/14/11 ...$15.00.

http://dx.doi.org/10.1145/2663204.2663244.

or to find a phone number. One potential solution to this is to use
spoken dialogue systems (SDS) which can understand driver com-
mands and perform tasks. Even though this keeps the driver’s visual
attention on the road, it has been shown that even hands-free devices
do not improve driver performance [10, 11, 12, 23]. Furthermore,
simply paying attention to speech was found to induce an additional
cognitive load on the driver [7]. However, according to [8], driver
performance is not hindered when drivers speak to passengers, per-
haps due to a shared situational awareness; the driving and traffic
are, at times, topics of conversation. It was indeed found that pas-
sengers adopt strategies that relieve the driver from attending to the
conversation in difficult driving situations [9]. In short, co-location

is a requirement for risk-free in-car interaction, regardless of the
interface. Most in-car systems (spoken or otherwise) do not address
this, adding to the potentially already high cognitive load of the
driver.

In this paper, we present our recent work on addressing this short-
coming. We have implemented a “situationally-aware” dialogue
system that can react when the driving environment requires more
attention from the driver. This is accomplished through incremental

dialogue, specifically dialogue output (following [6], this term cov-
ers incremental language and speech generation here) which can
interrupt its speech when a “dangerous” driving situation is detected,
and flexibly resume when driving conditions become safe again.
Our system delivers calendar events, informing the driver via speech
about upcoming schedule items. We tested our system using a vari-
ation of a standard driving task, and found that it improved both
driving performance and recall, compared to a non-adaptive baseline
system. In a more recent experiment, our system yielded control of
the decision to resume speaking optionally to the driver, who could
signal return of attention to the spoken information, via speech or
head nods. We found that this did not impact the users’ driving
performance or recall of information negatively. This shows that
an in-car dialogue system that is situationally aware (both to extra-
conversational events as well as to the dialogue) is safer and more
effective than a system that has no notion of the driving conditions.

In the following section we describe the incremental and mul-
timodal functions of our dialogue system, followed by the descrip-
tion of the system setup in Section 3. We then explain two exper-
iments: one which compares performance in driving and memory







Figure 4: Overview of our system: solid lines denote connections between hardware and software components, colours denote the workstations
(in this case 4) that we used. Dashed lines denote network connections between components, arrows denote InstantIO connections, diamonds
denote RSB connections.

in this paper, we also provide a description here. Experiment 2
builds on Experiment 1, with added control over the SDS given to
the driver.

4. EXPERIMENT 1: ESTABLISHING

ADAPTIVE SPEECH
The goal of this experiment is two-fold: first, we want participants

to be able to perform a driving task as a responsible driver would;
second, we want to explore how well they pay attention to and
recall speech during driving, under two possible presentations of
speech: the adaptive presentation, in which the speech of the SDS is
interrupted when a “dangerous” situation is detected in the driving
scene, and later resumed after the dangerous situation is no longer
present. This mimics a situated dialogue participant who is aware
of the physical surroundings and driving conditions; and the non-

adaptive presentation, a non-incremental system that does not stop
speaking when a dangerous driving condition is detected. In order
to simulate these conditions, we use a combination of two tasks: a
driving task and a memory task, which we explain in detail below.

The Driving Task.
For the driving task we used a variant of the standard lane-change

task (LCT [13]). It requires the driver to react to a green light
positioned on a signal gate above the road (see Figure 5). The driver,
otherwise instructed to remain in the middle lane of a straight, 5-lane
road, must move to the lane indicated by the green light, remain
there until a tone is sounded, and then return again to the middle
lane. OpenDS gives a success or fail result to this task depending
on whether the target lane was reached within 10 seconds (if at
all) and the car was in the middle lane when the signal became
visible. In addition, OpenDS reports a reaction time, which is the
time between the moment the signal to change lane becomes visible
and the moment the lane has been reached. A lane-change trial
simulates a “dangerous” situation on the road.

We added a second component to the task, which was to change
the speed from 40 km/h (the default speed that the car maintained
without the gas pedal being pressed) to 60 km/h during the lane
change. This speed is lower than the maximum speed, so that the
right position of the gas pedal had to be found and the speed be
monitored continuously.

The Memory Task.
We tested the attention of the drivers to the generated speech using

a simple true/false memory task. The dialogue system generated
calendar-entry utterances such as “am Samstag den siebzehnten Mai

Figure 5: From the perspective of the driver, a gate is shown with a
green lane signal over the right-most lane.

12 Uhr 15 bis 14 Uhr 15 hast du ‘gemeinsam Essen im Westend mit

Martin’” (on Saturday the 17th of May from 12:15-14:15 you are
meeting Martin for lunch). These utterances (spoken by a female
voice) always had 5 information tokens (chosen at random from
a database) in a specified order: day, time, activity, location, and
partner. Three seconds after the utterance was complete, and while
no driving distraction occurred, a true/false confirmation question
about one of the uttered tokens was asked by a male voice, e.g.

“Richtig oder falsch? – Freitag" (Right or wrong? – Friday). The
subject was then required to answer true or false by pressing one of
two respective (labelled) buttons on the steering wheel. The token
of the confirmation question was chosen randomly.

In the case of an interruption/resumption, tokens spoken after the
resumption can be more easily remembered than those given before
the interruption. By giving the early tokens (day and time) a higher
probability of occurrence, we biased the design against the adaptive
system since the question tends to refer to tokens spoken before the
interruption more often than not.

Interaction Between Tasks.
Figure 6 shows how the task unfolds over time when changing

the lane: all red-dashed lines represent pre-set event triggers (that
are invisible to the driver) or simply events of the simulation that
trigger unique messages to be sent to the SDS. At the t1 marker, a
trigger is sent to the DM to start speaking. A random delay (0–4
seconds for the non-adaptive, 4–7 seconds for the adaptive setting)
is inserted before the speech begins in order to vary the type of token
that is spoken during the exact moment of interruption or steering.
At t2, the gate is in view (as seen from Figure 5) and a gate light
is visible. In the adaptive setting, at this point the speech would be
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